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The Problem

The problem of induction is sometimes motivated via a comparison between rules of induction and rules of deduction. Valid deductive rules are necessarily truth preserving, while inductive rules are not.

So, for example, one valid deductive rule might be this:

(D) From premises of the form “All $F$s are $G$” and “$a$ is $F$,” the corresponding conclusion of the form “$a$ is $G$” follows.

The rule (D) is illustrated in the following depressing argument:

(DA) All people are mortal.
    I am a person.
    So, I am mortal.

The rule here is “valid” in the sense that there is no possible way in which premises satisfying the rule can be true without the corresponding conclusion also being true.

A possible inductive rule might be this:

(I) From premises of the form “Many many $F$s are known to be $G$,” “There are no known cases of $F$s that are not $G$,” and “$a$ is $F$,” the corresponding conclusion can be inferred of the form “$a$ is $G$.”

The rule (I) might be illustrated in the following “inductive argument.”
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(IA) Many many people are known to have been moral.
   There are no known cases of people who are not mortal.
   I am a person.
   So, I am mortal.

The rule (I) is not valid in the way that the deductive rule (D) is valid. The “premises” of the inductive inference (IA) could be true even though its “conclusion” is not true. Even if there are no known cases up until now of people who are not mortal, it is certainly conceivable (at least to someone giving this argument) that one could live forever.

That possibility does not impugn the validity of the deductive rule (D), because if one does live forever, the first premise of the deductive argument (DA) will turn out to be false. But one’s living living forever would not make any of the premises of the inductive argument (IA) false.

We might say that deduction has a kind of perfect reliability in a way that induction does not. One problem of induction then is the problem of saying in what way inductive rules might be reliable.

This issue about the reliability of induction is not the same as the issue of whether it is possible to produce a noncircular justification of induction. That other issues arises when one considers how to justify one or another inductive rule. It may seem that the only possible justification would go something like this.

    Induction has been pretty reliable in the past.
    So, induction will be pretty reliable in the future.

Any such justification is circular because it uses an inductive principle to justify an inductive principle. Perhaps we can justify one inductive principle in terms of another, but ultimately there will be an inductive principle for which we can supply no non-circular justification.

Similarly, of course, there is no non-circular justification of deduction. Any justification of a deductive rule must itself use deduction. Perhaps we can justify one deductive principle in terms of one or more others, but ultimately there will be some deductive rule for which we can supply no non-circular justification.

In any event, the issue of noncircular justification is not the problem of inductive reliability with which we will be concerned. Our problem is this. A deductive rule like (D) is perfectly reliable in the sense that, necessarily, it never leads from true premises to a false conclusion. An inductive rule like (I) is not perfectly reliable in that sense. There are instances of (I) with true premises but false conclusions. Our problem then is to explain what
sort of reliability an inductive rule might have and to specify inductive rules that have that sort of reliability.

We might want to measure the reliability of a rule like (I) by the percentage of instances with true premises that have true conclusions. But there is a difficulty due to the fact that the rule has infinitely many instances with true premises, infinitely many of which have false conclusions and infinitely many of which have true conclusions, and given infinitely many cases of each sort it is not clearly defined what the percentage is of instances with true conclusions. We might consider only inductive arguments of that form that people have actually made or will make, presumably a finite number, in which case reliability might be measured by the percentage of actual inferences of this sort with true premises that also have true conclusions. But, of course, that would not be a useful measure of the reliability of inductive rules that people have not and never will use. So, we might consider the percentage of inferences of the relevant form with true premises that would also have true conclusions if people were to make inferences of that form. However, it isn’t clear how to evaluate such a counter-factual criterion. A better idea is to consider the statistical probability that inferences of that form with true premises would also have true conclusions.

We will consider something like this last idea later, but first we need to discuss an oversimplification in the somewhat standard way in which we have stated this problem of induction.

**Inference and Implication**

Following tradition, we have been writing as if there were two kinds of reasoning, deductive and inductive, with two kinds of arguments, deductive and inductive. That traditional idea is wrong and correcting it complicates the issue of inductive reliability.

In the traditional view, reasoning can be modeled by a formal argument. You start by accepting certain premises, you then accept intermediate conclusions that follow from the premises or earlier intermediate conclusions in accordance with certain rules of inference. You end by accepting new conclusions that you have inferred directly or indirectly from your original premises.

So, in the traditional view, a deductive logic is a theory of reasoning. Deductive logic is concerned with deductive rules of inference like (D). We have a good deductive logic but it is said we need an inductive logic that would be concerned with inductive rules of inference like (I).
The trouble is that this traditional picture of the relation between deduction and induction conflates two quite different things, the theory of reasoning and the theory of what follows from what. Deductive logic is a theory of what follows from what, not a theory of inference or reasoning.

One problem with the traditional picture is its implication that reasoning is always a matter of inferring new things from what you start out believing. On the contrary, reasoning often involves abandoning things you start out believing. For example, you discover an inconsistency in your beliefs and you reason about which to give up. Or you start by accepting a particular datum that you later reject as an “outlier.” More generally, you regularly modify previous opinions in the light of new information.

A related problem with the traditional picture is its treatment of deductive principles like (D) as rules of inference. In fact they are rules of about what follows from what. Recall what (D) says:

\[(D) \text{ From premises of the form “all } F \text{ are } G \text{” and “} a \text{ is } F \text{” the corresponding conclusion of the form “} a \text{ is } G \text{” follows.}\]

(D) says that a certain conclusion follows from certain premises. It is not a rule of inference. It does not say, for example, that if you believe “All } F \text{ are } G \text{” and also believe “} a \text{ is } F \text{” you may or must infer “} a \text{ is } G \text{.” That putative rule of inference is not generally correct, whereas the rule about what follows from what holds necessarily and universally. The alleged rule of inference is not generally correct because, for example, you might already believe “} a \text{ is not } G \text{” or have good reason to believe it. In that case, it is not generally true that you may or must also infer and come to believe “} a \text{ is } G \text{”}

Perhaps you should instead stop believing “All } F \text{ are } G \text{” or “} a \text{ is } F \text{.” Perhaps you should put all your energy into trying to figure out the best response to this problem, which may involve getting more data. Or perhaps you should go have lunch and work out how to resolve this problem later!

From inconsistent beliefs, everything follows. But it is not the case that from inconsistent beliefs you can infer everything.

Deductive logic is a theory of what follows from what, not a theory of reasoning. It is a theory of deductive consequence. Deductive rules like (D) are absolutely universal rules, not default rules, they apply to any subject matter at all, and are not specifically principles about a certain process. Principles of reasoning are specifically principles about a particular process, namely reasoning. If there is a principle of reasoning that corresponds to (D), it holds only as a default principle, “other things being equal.”

Deductive arguments have premises and conclusions. Reasoning does not in the same way have premises and conclusions. If you want to say
that the “premises” of inductive reasoning are the beliefs from which you reason, it is important to note that some of those beliefs may be given up in the course of your reasoning. An argument is an abstract structure of propositions. Reasoning is a psychological process.

Sometimes in reasoning, you do construct an argument. But you do not normally construct the argument by first thinking the premises, then the intermediate steps, and finally the conclusion. You do not generally construct the argument from premises to conclusion. Often you work backwards from the desired conclusion. Or you start in the middle and work forward towards the conclusion of the argument and backward towards the premises.

Sometimes you reason to the best explanation of some data, where your explanation consists in an explanatory argument. In such a case, the conclusion of the explanatory argument represents the “premises” of your reasoning, the data to be explained, and the “conclusion” of your reasoning is an explanatory premise of your argument.

It is what philosophers call a “category mistake” to treat deduction and induction as two species of the same genus, because deduction and induction are of very different categories. Deductive arguments are abstract structures of propositions. Inductive reasoning is a process of change in view. There are deductive arguments, but it is a “category mistake” to speak of deductive reasoning except in the sense of reasoning about deductions. There is inductive reasoning, but it is a “category mistake” to speak of inductive arguments. There is deductive logic, but it is a “category mistake” to speak of inductive logic.

You might object that there is a perfectly standard terminology used by some logicians according to which certain deductive rules are called “rules of inference.” How could we object to this terminology? Our answer is that this is like saying that there is a perfectly standard terminology used by some gamblers according to which the so-called “gambler’s fallacy” is a legitimate principle about probability. “That’s just how they use the term probable!” The gambler’s fallacy is a real fallacy, not just a terminological difference. It can have terrible results. In the same way, to call deductive rules “rules of inference” is a real fallacy, not just a terminological matter. It lies behind attempts to develop relevance logics or inductive logics that are thought better at capturing ordinary reasoning than classical deductive logic does, as if deductive logic offers a partial theory of ordinary logic. It makes logic courses very difficult for students who do not see how the deductive rules are rules of inference in any ordinary sense. It is just wrong for philosophers and logicians to continue carelessly to use this “terminology,” given the disastrous effects it has had and continues to have on education and logical
research.

We are not arguing that there is no relation between deductive logic and inductive reasoning. Our limited point here is that deductive rules are rules about what follows from what, not rules about what can be inferred from what. Maybe, as has often been suggested, it is an important principle of reasoning that, roughly speaking, one should avoid believing inconsistent things, where logic provides an account of one sort of consistency. Whether or not there is such a principle and how to make it more precise and accurate is an interesting question that is itself not settled within deductive logic, however. Similar remarks apply to the thought that principles of inductive reasoning have to do with rational or subjective degrees of belief, where consistency then includes not violating the axioms of the probability calculus. One sort of theory of probability is an abstract mathematical subject. How it is to be applied to reasoning is not part of the mathematics. The same point holds for decision theories that appeal to utilities as well as probabilities. These theories offer extended accounts of consistency or “coherence” in one’s belief but leave open in what way such consistency or coherence is relevant to reasoning.

Various theories of belief-revision are sometimes described as logics, not just because there is a use the term “logic” to refer to methodology but because these theories of belief revision have certain formal aspects. As will become clear in what follows, we certainly have no objection to the attempt to provide formal or mathematical theories or models of reasoning of this sort. We very much want to develop models that are, on the one hand, psychologically plausible or implementable in a machine and are, on the other hand, such that it is possible to know something useful about their reliability.

Anyway, to repeat the point of this section: it is a mistake to describe the problem of inductive reliability by comparison with deductive reliability. Deductive rules are rules about what follows from what; they are not rules about what can be inferred from what.

Reflective Equilibrium

So, induction is a kind of reasoned change in view in which the relevant change can include subtraction as well as addition. Can anything specific be said about how people actually do inductive reasoning? And can anything specific be said about the reliability of their inductive reasoning?

One obvious point is that actual reasoning tends to be “conservative” in
the sense that the number of new beliefs and methods added and old beliefs and methods given up in any given instance of reasoned change in view will be quite small in comparison with the number of beliefs and methods that stay the same. The default is not to change.

At least two things can lead us to make reasoned changes in our beliefs. First, we may want to answer a question on which we currently have no opinion; reasoning from our present beliefs can then lead us to add one or more new beliefs. Second, we may find that some of our beliefs are inconsistent with or in tension with others; reasoning from our presently conflicting beliefs can then lead us to abandon some of those beliefs.

In making changes of either sort, we try to pursue positive coherence and to avoid incoherence. That is, given an interest in adding beliefs that would answer a particular question, we favor additions that positively cohere with things we already accept because, for example, the additions are implied by things we already accept or because the addition helps to explain things we already accept. Furthermore, we try to avoid incoherence in our beliefs due to contradictions or other sorts of conflict.

Paul Thagard (1989, 2000) has developed a “constraint satisfaction” model of coherence based reasoning using artificial neural networks, a model which has proved fruitful in research in decision-making (Holyoak and Simon, 1999; Simon et al., 2001; Simon and Holyoak, 2002; Read, Snow, and Simon, 2003; Simon, 2004).

The coherence based conception of reasoning plays a role in what Nelson Goodman (1953) says about justification. He says we cannot provide a noncircular justification of induction but we can test particular conclusions by seeing how they fit with general principles we accept, and we test general principles by considering how they fit with particular conclusions we accept. If our general principles conflict with our particular judgments, we adjust principles and particular judgments until they cohere with each. The resulting principles and judgments are justified, at least for us and at least for the moment.

John Rawls (1971) refers approvingly to Goodman’s discussion and says that justification consists in modifying general principles and particular judgments with the aim of arriving at what he calls a “reflective equilibrium” in which general principles fit considered judgments about cases and judgments about cases fit the general principles.

The reflective equilibrium view of justification is conservative in the sense that it assumes that each of our present beliefs and methods has a kind of default justification; our continuing to accept a given belief or method is justified in the absence of some special challenge to it from our other
beliefs and methods. In this view, all of our current beliefs and methods represent default “foundations” for justification, at least if the foundations are understood to be the starting points for justification.

In the reflective equilibrium view of justification, the foundations are quite general. In contrast, what we might call special foundations theories suppose that the default starting points for justification are more restricted. In the strictest special foundations theories (Descartes 1641) the foundations are limited to what is completely obvious and indubitable at the present time. Such strict foundations theories give rise to various traditional epistemological problems—the problem of justifying beliefs based on the testimony of others, the problem of justifying beliefs in other minds, the problem of justifying beliefs in the existence of objects in the external world, the problem of justifying beliefs about the future based on past evidence, and the problem of justifying reliance on memory.

In a foundations theory of justification, the extent to which our beliefs and methods are justified depends on how narrow the foundations are. Very narrow foundations imply that very little is justified and general skepticism results. Such an unwelcome result can be avoided by expanding the foundations, for example, to allow that perceptual beliefs about the environment are foundational. In such an expanded foundationalism, there is no longer the same sort of epistemological problem about the external world. A certain type of inductive reasoning might be treated as a foundational method, in which case there is no longer an epistemological problem of induction. Similar proposals have been made about our ordinary reliance on memory and testimony. For example, Burge (1993) and Foley (1994) treat reliance on testimony as a foundational method, which gets rid of the otherwise intractable epistemological problem of justifying reliance on testimony.

As foundations are widened, foundations theories tend more and more to resemble conservative general foundation theories which treat everything one accepts as foundational and thus avoid the traditional epistemological problems about justified belief.

Furthermore, the very process of widening foundation seems to be based on an implicit acceptance of the reflective equilibrium idea. The process occurs because the original idea of strict foundations conflicts with the particular nonskeptical judgments people find themselves committed to in ordinary life!
Worries about Reflective Equilibrium

Suppose that certain inductive methods survive as we adjust our views and methods in such a way as to attain reflective equilibrium. Why should we think that this makes those methods particularly reliable?

Goodman and Rawls say that the sort of adjustment of general principle to particular judgment is exactly how we in fact go about testing and justifying our views. But why should we assume that our ordinary methods of justification are show anything about reliability? Stich and Nisbett (1980) observe in discussing this exact issue that there is considerable evidence that our ordinary reasoning practices are affected by “heuristics and biases” (Tversky and Kahneman, 1974), which can and often do produce clearly unreliable results.

To be sure, the fact that we can tell that these results are unreliable might indicate only that people are ordinarily not in reflective equilibrium, but (as Stich and Nisbett argue) various errors such as the “gambler’s fallacy” might well survive ordinary reflective equilibrium.

Stich and Nisbett argue that in determining what methods it is reasonable to use, we cannot rely on ordinary opinion even if it is reflective equilibrium. They say we need instead to take expert opinion into account. But how do we determine who the experts are? And why should we trust them anyway?

Another and possibly more serious worry about ordinary reflective equilibrium is that it appears to exhibit an unwelcome fragility that undermines its claim to reliability.

We have already mentioned that Thagard (1989, 2000) develops models of the method of reflective equilibrium using a certain sort of connectionist system of constraint satisfaction and his models exhibit this worrisome fragility. These models involve networks of nodes representing particular propositions. A node receives positive excitation to the extent that it is believed and negative excitation to the extent that it is disbelieved. There are two sorts of links among nodes, excitatory and inhibitory. Excitatory links connect nodes with others that they explain or imply or stand in some sort of evidential relation to, so that as one of the nodes becomes more excited, the node’s excitation increases the excitation of the other nodes. And as one such node becomes less excited or received negative excitation, that decreases the excitation of the other nodes.

Inhibitory links connect nodes that conflict with each other so that as one such node receives more excitation, the others receive less and vice versa. Excitation, positive and negative, cycles round and round the network until
it eventually settles into a relatively steady state. Nodes in the final state that have a positive excitation above a certain threshold represent beliefs and nodes in the final state that have a negative excitation beyond a certain threshold represent things that are disbelieved. Nodes in the final state with intermediate excitation values represent things that are neither believed nor disbelieved. The resulting state of the network represents a system of beliefs in reflective equilibrium.

It has often been noted that a connectionist network provides an appropriate model of certain sorts of Gestalt perception (Feldman, 1981). Consider a Necker cube (Figure 1).

A given vertex might be perceived as part of a near surface or as part of a farther back surface. There are excitatory links among the four vertices of each surface and inhibitory links between vertices of the different surfaces. The degree of excitation of a vertex represents how near it is. As excitation on a given vertex increases, that increases the excitation on the three other vertices of that face and drives down the excitation of the vertices on the other face. The result is that one tends to see the figure with one or the other face in front and the other in back. One tends not to see the figure as some sort of mixture or as indeterminate as to which face is in front.
Thagard’s constraint satisfaction connectionist network has been used to model the reasoning of jurors trying to assess the guilt of someone in a trial. The model makes certain predictions. For example, a juror might begin with a view about the reliability of a certain sort of eye-witness identification, a view about whether posting a message on a computer bulletin board is more like writing something in a newspaper or more like saying something in a telephone conversation, and so forth. Suppose the case being decided depends in part on an assessment of such matters. Then Thagard’s model predicts that a juror’s general confidence in this type of eye-witness identification should increase if the juror judges that in this case the testimony was correct and should decrease if the juror judges that in this case the testimony was not correct, the model predicts a similar effect on the juror’s judgment about what posting on a computer network is more similar to, and so forth. The model also predicts that, because of these effect, the juror’s resulting reflective equilibrium will lead to the juror’s being quite confident in the verdict he or she reaches.

Experiments involving simulated trials have confirmed this prediction of Thagard’s model (Simon 2004). In these experiments, subjects are first asked their opinions about certain principles of evidence about certain sorts of eyewitness identifications, resemblances, etc. Then they are given material about difficult cases involving such considerations to think about. Finally, the subjects’ final verdicts and their confidence in their verdicts and in the various principles of evidence are recorded.

One result is that, as predicted, although subjects may divide in their judgment of guilt at the end, with some saying the defendant is guilty and others denying this, subjects claim to be quite confident in their judgments and in the considerations that support them. Furthermore, also as predicted, subjects’ judgments about the value of that sort of eye-witness identification, about the resemblance of posting on a computer bulletin board to other things, and so forth, also change at least while they are still thinking about the particular case in question.

The model implies that judgements in hard cases are fragile and unreliable in the following sense. When there is conflicting evidence, there is considerable tension among relevant considerations, just as there is a certain sort of tension among the nodes representing vertices in the Necker cube problem. If some nodes acquire even slightly increased or decreased excitation, the relevant inhibitory and excitatory connections can lead to changes in the excitation of other nodes in a kind of chain reaction or snowballing of considerations leading to a clear verdict, one way or the other, depending on the initial slight push, just as happens in one’s perception of a Necker
cube.

After the Gestalt shift has occurred, however, the case seems quite clear to the juror because of ways the juror’s confidence has shifted in response to the positive and negative connections between nodes.

One upshot of this is that the slight errors in a trial that look like “harmless errors” can have a profound effect that cannot be corrected later by telling the juror to ignore something. By then the ignored evidence may have affected the excitation of various other items in such a way that the damage cannot be undone. Similarly, the fact that the prosecution goes first may make a difference by affecting how later material is evaluated.

This fragility of reflective equilibrium casts doubt about using the method of reflective equilibrium to arrive at reliable opinions.

There is some recognition of this problem in the literature concerning Rawls’ appeal to reflective equilibrium in his account of the justice of basic institutions of society. It has been said that the problem might be met by trying to find a “wide” rather than a “narrow” reflective equilibrium, where that involves not only seeing how one’s current views fit together but also considering various other views and the arguments that might be given for them and one must be careful to try to avoid the sorts of effects that arise from the order in which one gets evidence or thinks about an issue (Daniels, 1979). One needs to consider how things would have appeared to one if one had gotten evidence and thought about issues in a different order, for example.

Experimenters have shown that if subjects are instructed to try for this sort of wide reflective equilibrium, they are less subject to the sorts of effects that occur when they are not (Simon, 2004).

Does this mean that inductive methods acceptable to wide reflective equilibrium are reliable? Maybe, but why should we think so? Once we come to doubt the reliability of methods acceptable to narrow reflective equilibrium, why should we believe in the reliability of inductive methods accepted in wide reflective equilibrium? At this point, it does not seem adequate to be content to say that this is just how we justify things and leave it at that.

**Reliability**

It seems we need to find another way to assess the reliability of inductive methods. And, as it happens, this is a topic that has been studied extensively by theorists interested in machine-learning, more specifically under
the heading of “statistical learning theory.”

To take a problem studied extensively in statistical learning theory, suppose we want a method for reaching conclusions about the next $F$ on the basis of observing prior $F$s. We want the results of the method to be correct, or correct most of the time. We are interested in finding a usable method that does as well as possible.

Suppose that a usable method uses data to select a rule from a certain set $S$ of rules for classifying new cases on the basis of their observed characteristics. Ideally, we want the method to select the best rule from $S$, the rule that makes the least error on new cases, the rule that minimizes expected error on new cases.

In other words, suppose that all the rules in $S$ have a certain “expected error” on new cases. We want a method for finding the rule with the least expected error, given enough data.

But what does it mean to talk about the “expected error” of a rule from $S$. We might identify the expected error with the (unknown) frequency of actual errors we will make using the rule. But as we mentioned earlier, we will want to consider the expected error for rules we don’t use, where there is no frequency of actual errors. So perhaps we need to consider the frequency of errors we would make if we used the rule, which is perhaps to say that the expected error of a rule is the (unknown) probability of errors using that rule.

But where does that probability come from? We are concerned with the actual reliability of one or another rule, which presumably cannot be identified with our degree of belief in the rule or even with any sort of epistemic probability. It has to be some sort of more or less objective statistical probability. Let us explain.

Here is an example illustrating a distinction between the sort of objective statistical probability relevant to actual reliability and subjective or evidential probability. Suppose we show you a pair of dice. Each of a die’s six sides has a different number of dots, from 1 to 6. You are to throw the dice and record the total number of spots on their uppermost sides. What is the probability of getting a total of seven?

Given your evidence, let us suppose, each side of a die is equally likely to come up, so the probability of getting a six (for example) is $\frac{1}{6}$ and the probability of both coming up six for a total of 12 is $\frac{1}{36}$. The evidential probability of the total of the sides being exactly 7 is the probability that the first die comes up 1 and the second comes up 6 plus the probability that the first comes up 2 and the second 5 plus . . . , or $\frac{6}{36} = \frac{1}{6}$.

Now suppose that, unknown to either of us, the first die is weighted so
that the statistical probability of getting a 4 is $\frac{2}{3}$ and the other sides are equally likely. Also, the second die is weighted so that the probability of a 3 is $\frac{2}{3}$ with the other sides equally likely. Then the (unknown to us) statistical probability of getting a total of 7 would be the probability of getting a 4 on the first die and a 3 on the second, namely $\frac{2}{3} \times \frac{2}{3} = \frac{4}{9}$, plus the probability of getting 1 on the first die and 6 on the second, namely $\frac{1}{15} \times \frac{1}{15}$, plus the similar probabilities of the other four combinations, or $\frac{4}{9} + (5 \times \frac{1}{225}) \approx \frac{1}{2}$.

We suggest that actual reliability is determined by the unknown objective statistical probability rather than any sort of evidential probability. To think about reliability in this way we have to suppose that there is a certain sort of background statistical probability distribution.\textsuperscript{1}

Earlier we said we were interested in finding an inductive method for using data to select a rule from a certain set $S$ of rules for classifying new cases on the basis of their observed characteristics. The rules in $S$ will be rules for estimating the classification of an item given observed characteristics. We want to find a rule from $S$ whose expected error as measured by that background probability distribution is as low as possible.

Any conclusion about inductive reliability of the sort with which we are concerned presupposes such a background probability distribution. To seek a method that is reliable in this way is to seek a method that is reliable in relation to that probability distribution. Without the assumption of such an unknown background statistical probability distribution, it does not make sense to talk about this sort of reliability.\textsuperscript{2}

The next question is this. How can we use data to choose a good rule from $S$? One obvious idea is to select a rule from $S$ with the least error on the data. Then we use that rule in order to classify new data. This is basically the method of enumerative induction. Our question then is, “How good is this version of enumerative induction for choosing a rule from $S$?”

Clearly, it depends on what rules are in the set $S$ from which a rule is

\textsuperscript{1}It makes sense to speak of statistical probability only in relation to a level of analysis of a system as a certain sort of “chance set-up,” to use Hacking’s (1965) useful terminology. It may be that a process involving a roulette wheel can be described as a chance set-up at one level of analysis, as a deterministic process at a deeper level, and as a chance set-up again, at an even deeper level. Our present point is that the relevant sort of reliability has application only with reference to a level of analysis of a situation as a chance set-up in which the relevant statistical probabilities make sense. There are important issues about the interpretation of this sort of probability that we cannot discuss here, except to say that this notion plays an important role in various contemporary subjects studied in engineering and computer science, including statistical learning theory.

\textsuperscript{2}The term “reliable” might also be used of methods that give desired results “in the limit.” Such results need not be reliable in the short term in the sense that concerns us.
to be chosen. If all possible rules are in that set, then there will be many rules that have the least error on the data but which give different advice about new cases. So, we won’t be able to choose a good rule for classifying the new cases.

More generally, any inductive method must have some sort of inductive bias. It must prefer some rules over others. It must be biased in favor of some rules and against others. If the method is that sort of enumerative induction that selects a rule from \( S \) with the least error on the data, there has to be a restriction on what rules are in \( S \). Otherwise, we will never be able to use data in that particular way to select rules for classifying new cases.

Notice furthermore that restricting the rules in \( S \) will sometimes allow enumerative induction to select a rule that is not completely in accord with the data. Accepting such a rule is not to accept that the data are completely correct. So, enumerative induction can involve giving up something previously accepted.

Of course, restricting the rules in \( S \) runs the risk of not including the best of all possible rules, the rule with the least expected error on new cases. That is a problem with this sort of enumerative induction, because there is no way to use such enumerative induction without restricting the rules in \( S \).

There are other possible inductive methods for choosing rules—methods that do not just choose the rule with the least error on the data. One such method balances data-coverage against something else, such as the simplicity of a given rule. In that case, the idea is to choose a rule that has the best combination of data-coverage and simplicity as measured in one or another way. We will say a little about that idea in a moment, but now let us concentrate on what is needed for the sort of enumerative induction that simply chooses the rule in \( S \) with the least error on the data. The present point is that such simple enumerative induction cannot include all possible rules in \( S \).

So now consider the question of how the rules in \( S \) might be restricted if enumerative induction in this sense is to be guaranteed to work, given enough evidence, no matter what the background statistical probability distribution.

The answer to this question is one of the great discoveries of statistical learning theory—the discovery of the importance of the Vapnik-Chervonenkis dimension, or VC-dimension, of a set of rules. The VC-dimension is a measure of the “richness” of the set of rules and it is inversely related to the degree of falsifiability of the set. Roughly speaking, Vapnik and Cher-

---

3 More precisely, the VC-dimension of a set of rules \( S \) is the maximum number of data
vonenski's (1968) fundamental result is that enumerative induction in the relevant sense can be shown to work, given enough data, no matter what the background statistical probability distribution, iff the set S has finite VC-dimension.

As we mentioned, enumerative induction in this sense is not the only possible inductive method. But it is a method that applies to many examples of machine learning, including nearest neighbor learning, perceptron learning, and feed-forward neural net learning.

The other method we mentioned, in which data-coverage is balanced against something else, allows for choosing among a set of rules with infinite VC-dimension. Here it can be shown that the right thing to measure against data-coverage is VC-dimension rather than simplicity conceived in some more usual way. We will not try to explain that result here.

More recently, Vapnik (1998; 2000, p. 293) describes a method of inference, which he calls “transduction,” that infers directly from data to the classification of new cases as they come up. Under certain conditions, transduction gives considerably better results than those obtained from methods that use data to infer a rule that is then used to classify new cases (Joachims 1999, Vapnik 2000, Weston et al. 2003, Goutte et al. 2004).

More generally, the problem of induction as we have described it—the problem of finding reliable inductive methods—can be fruitfully investigated, and is being fruitfully investigated in statistical learning theory (Vapnik, 1998; Kulkarni et al., 1998, Hastie et al., 2001).

Conclusion

Let us sum up. The problem of induction as we have been understanding it is the problem of assessing the reliability of inductive inference. The problem is sometimes motivated by comparing induction with deduction, a comparison that rests on a confusion about the relation between inference and logic. Some suggest that the only real problem is to try to specify how we do inductive reasoning. In this view issues about reliability are to be answered points that can be arranged so that S “shatters” those points. S shatters N data points iff for every one of the $2^N$ ways of assigning values to each of those points there is a rule in S that is in accord with that assignment. Vapnik connects the role of VC-dimension with Popper’s (1934) discussion of the importance of falsifiability in science.

Our recognition of this connection between one form of the philosophical problem of induction and the subject of statistical learning theory led us to plan and teach an introductory level course at Princeton in “Learning Theory and Epistemology,” Electrical Engineering 218/Philosophy 218.
by adjusting one’s methods and beliefs so that they fit together in a reflective equilibrium. While there is evidence that people do reason by adjusting their opinions in the way suggested, there is also considerable evidence that the results are fragile and unreliable, and it is hard to be in reflective equilibrium if you cannot believe your methods of reasoning are reliable. Given that reasoning often involves giving up things previously believed, it may seem unclear how even to specify the desired type of reliability. However, it does turn out to be possible to specify methods for doing one sort of enumerative induction and to address questions about their reliability that have answers in statistical learning theory, a theory that has results about other possible inductive methods as well.5
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